
Image processing and deep learning

Contact: Gergő Bognár, bognargergo@staff.elte.hu, bogqaai@inf.elte.hu (Teams)
Goals: Combination of traditional image processing methods and deep learning approaches
in order to solve complex image processing problems. Development environment: Matlab and
Python (numpy/pytorch).

Topics:

1. Object detection, semantic segmentation (in progress, possible to join)
Implementation of model-based and deep learning approaches for object detection and
segmentation in images; application to real-world datasets, including camera images, or-
thophotos, satellite images, etc. (see [1, 2] for example datasets). Combination of image
feature extraction methods, state-of-the-art convolutional networks (like AlexNet, VGG,
GoogLeNet, YOLO), and deep learning techniques (like transfer learning). See also: [3]

2. CT tumour detection and segmentation
Implementation of model-based and deep learning approaches for CT segmentation, and
to tumour detection in particular. Evaluation on public human lung CT datasets (e.g.
RIDER [4]).

3. Adversarial machine learning
Adversarial machine learning investigates attacks and defenses on machine learning meth-
ods (see [5]). The basic observation is that deep neural network are significantly discontin-
uous and sensitive to their input: well-crafted, but hardly perceptible perturbations of the
input data may cause serious misclassifications (see [6]). The task is to apply and develop
adversarial attacks for deep learning methods used for object detection and segmentation,
and then develop defense methods against these attacks, which possibly leads to more
reliable and robust methodology.
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